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Abstract: This paper investigates whether Southern African Development Community countries that are vulnerable to changes in oil prices could instead substitute oil and petroleum products with biofuels and gas from within the region. A pooled mean group estimator was used to determine the impact of oil prices on the gross domestic product of 15 Southern African Development Community countries. Results indicate that Mauritius, Mozambique, Tanzania, and Zambia would be negatively affected by oil price changes. Next, two gravity models capturing bilateral trade between South Africa and Zambia and those countries identified as being vulnerable were estimated using pseudo-Poisson maximum likelihood. The main finding, based on the gross domestic products of the exporter and importer countries, is that potential for trade is higher with South Africa than Zambia. This implies that these countries are more likely to import gas and biofuels from there. Transport costs are the main impediments to importing from Zambia.
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1 Introduction and background to the study

Countries within the Southern African Development Community (SADC) region are heavily reliant on petroleum products made from imported crude oil, particularly in their transport sectors. Most of these countries are net importers of these petroleum products, with Angola being an exception. The challenge they face is that, while they require petroleum products for economic activity, they have no control over the price of crude oil used to produce such products. SADC countries are price-takers and therefore vulnerable to global oil price changes. Oil price increases could have a detrimental effect on their economies, and energy security could also be compromised by the high dependency on oil imports.

Global crude oil prices have generally been volatile over the past decades, as evidenced by data from the World Bank (2019). Major increases in global oil prices were experienced in 1978 when Iran cut its production and terminated contracts with companies from the USA, and from 2001 to 2007 due to limited supply following the 9/11 attack and the US invasion of Iraq. The Arab Spring uprisings and the instability in Libya reduced supply, leading to increases in global oil prices in 2011. On the other hand, oil prices dropped significantly when Saudi Arabia increase production in 1986 to maintain its market share, during the Asian financial crisis in 1997 and the global financial crisis in 2007, and when there was excess supply in 2014. Growth in the production of shale or tight oil in the USA has been largely responsible for the recent excess supply of crude oil in the global market. Saudi Arabia, the world’s largest oil exporter, decided to continue producing the same amount of output as before to maintain its market share, thereby keeping oil supply high. On the other hand, global demand for oil declined over this period, due in part to the slowdown in the economy of China, a major importer. The relatively low global oil prices in the last few years can thus be attributed to changes in both supply and demand of oil.

Considering that the economies of some SADC countries that import crude oil from outside the region could be vulnerable to oil price fluctuations, the aim of this paper is to investigate whether they could substitute oil with biofuels and natural gas from the region. This could have economic benefits for the individual countries and the region. As the crude oil would be substituted by zero- or lower-carbon alternatives, the substitution would also contribute to emissions reductions in the SADC and promote sustainable development.

South Africa and Mozambique have the potential to contribute large amounts of natural and/or shale gas into the Southern Africa region. Total, the multinational oil and gas company, recently announced a major offshore natural gas discovery on the Brulpadda prospect, situated south of Mossel Bay in South Africa (Steyn 2019). It is estimated that the discovery could have as much as one billion barrels of gas condensate. If exploited successfully, this natural gas discovery would be expected to change South Africa’s future energy profile significantly. On the other hand, although initial estimates were that as much as 500 trillion cubic feet (tcf) of shale gas resources could be obtained in the Karoo region, these have since been revised downwards to around 20 tcf, although de Kock et al. (2017) pointed out that this revised amount is still large and will contribute positively to South Africa’s petroleum industry. Mozambique also has large amounts of natural gas that are currently being exploited by, among others, Sasol, with some of this natural gas being exported to South Africa. Although Sasol’s current natural gas operation has reserves of 2.6 tcf, over 180 tcf of natural gas reserves has been discovered in the Rovuma basin. Mozambique will therefore contribute significantly to the supply of natural gas in the SADC.

The demand for biofuels is mostly driven by the transport sector (Fundira and Henley 2017). Although some countries in the SADC have attempted to use fuel-blending mandates as a way of
creating demand for biofuels, this approach has largely been unsuccessful. The production of biofuels in Zambia, Mozambique, and South Africa has so far been minimal due to several factors, including lack of access to finance, land, and guaranteed markets, as well as the presence of fossil fuel subsidies on imports (Fundira and Henley 2017). Some recent studies have, however, highlighted that Zambia and Mozambique still have huge potential to produce biofuels (Hartley et al. 2016, 2017). Zambia has now removed its fossil fuel import subsidies, and has abundant arable land that can be used to grow crops such as sugarcane and cassava that can be used as feedstock to produce ethanol (Hartley et al. 2017). The Mozambique government has also approved sugarcane as a feedstock to produce bioethanol (Hartley et al. 2016), which could contribute towards increasing biofuel production in the country. The production of these biofuels could help reduce the demand for imported crude oil in the SADC region. The demand for most of the biofuels produced within the SADC is expected to come from South Africa. The Department of Energy indicated in its 2015–2020 Strategic Plan that it will import biofuels from other countries in the SADC region to meet domestic demand (Department of Energy 2015). Hartley et al. (2017) note that this demand for biofuels could reach 1,550 million litres by 2025.

The first objective of this paper is to identify those countries whose economies are vulnerable to global oil price changes. The second is to investigate the possibility of substituting the petroleum products made from imported oil with biofuels and natural gas from within the SADC region.

The rest of the paper is organized as follows: Section 2 presents a literature review, followed by a description of the methodological approach adopted in Section 3. Section 4 presents the results and discussion. The paper then concludes and policy recommendations are made.

2 Literature review

This literature review focuses on two aspects. First, it considers empirical studies that have investigated the relationship between global oil prices and economy growth in the SADC. This is followed by a review of studies that have assessed the determinates of bilateral trade.

2.1 Empirical studies on the impact of oil prices on the economy

Previous studies have highlighted the different transmission channels or avenues through which oil price changes influences economic activity in a country. These include effects on inflation, production (or the supply side), consumption (or the demand side), trade balance, and wealth (Canta 2014; Ferderer 1996; Hamilton 1983; Jiménez-Rodríguez and Sánchez 2005; Lardic and Mignona 2006; Mork et al. 1994). Some of these studies and others have gone on to investigate the causal relationship between oil prices and economic growth and to estimate its magnitude. These studies also show that theoretically there is an inverse relationship between oil price and economic growth, mostly in net oil-importing countries. On the other hand, net oil-exporting countries would be expected to exhibit a positive oil price–economic growth relationship. One of the earliest and most widely cited studies on the causal effect between oil prices and economic growth was by Hamilton (1983), whose analysis of the impact of oil prices in the USA concluded that they influenced the amount of economic output produced. Since then, most empirical studies have generally employed two estimation techniques, namely computable general equilibrium modelling for ex-ante analysis, and econometric models, both time series and panel data, for ex-post estimation. As this study uses historical data on global oil prices and economic output, the literature reviewed on the relationship focuses on the ex-post studies.
Jiménez-Rodríguez and Sánchez (2005) analysed the impact of oil price shocks on gross domestic product (GDP) growth for some industrialized Organisation for Economic Co-operation and Development (OECD) countries using a multivariate vector autoregressive model. Their study showed that the effect of oil prices is asymmetric, with increases leading to a bigger effect on economic activity than oil price decreases. The relationship for the latter was, however, found to be statistically insignificant. Oil price increases were also found to have a negative effect on the economic activity of oil-importing countries. The impact on the two oil-exporting countries considered in their study produced conflicting results, with the UK exhibiting a negative relationship between the two and Norway a positive one.

Several studies have also considered the asymmetric or non-linear impact of oil prices, initially identified by Mork (1989). The results of these studies further support the hypothesis that the impact of oil prices on economic growth or aggregate output is asymmetric (Cuñado and de Gracia 2003; Hamilton 2003; Jiménez-Rodríguez and Sánchez 2005; Lardic and Mignona 2006; Zhang 2008). Canta (2014) found that in the long- and short-run oil prices have had a negative effect on the economic growth of Ghana. The study used an autoregressive-distributed lag (ARDL) model with real GDP as the regressand. The data used to conduct the analysis covered the period 1967–2011. In its conclusion, the study suggested that Ghana should consider using alternatives to crude oil, such as compressed natural gas (CNG), liquefied petroleum gas, or ethanol in order to mitigate the negative impacts of oil prices.

Simohammed et al. (2015) investigated the impact of oil prices on several macroeconomic variables, including the economic growth rate, in countries in the Middle East and North Africa. Similar to Canta (2014), a panel ARDL model was used to conduct the analysis. Results from their study indicated that there was a short-run relationship between oil prices and economic growth, but in the long run there was no cointegration relationship between the two variables.

Berument et al. (2010) conducted an analysis of the effects of oil prices on the output of 16 Middle East and North African countries, some oil-exporting and some oil-importing. The study used a vector autoregressive (VAR) model and found that oil price increases had a positive impact on the output of most of the net oil-exporting countries, including Iran, Iraq, and Qatar. The impact on the output of the mostly net oil-importing countries was found to be statistically insignificant.

Some have investigated the impact of oil price volatility on economic variables, including growth. Rafiq et al. (2009) used a VAR model to assess the impact of oil price volatility on Thailand’s economy, finding that it had a negative effect on unemployment and investment. Jawad (2013) analysed the impact of oil price volatility on the economic growth of Pakistan, a net crude oil importer, using a linear regression model and data covering the period 1973–2011. In their model, GDP was regressed on oil price volatility, with private and public sector investment and trade balance included as control variables. Their main finding was that oil price volatility has an insignificant impact on GDP in Pakistan. Difeto et al. (2018) considered the impact of oil price volatility on the real GDP per capita of 17 mainly industrialized countries that were members of the OECD and mostly net oil importers. Using a wide array of panel data econometric models, they found that oil price volatility had a negative impact of economic growth.

While several studies have used general equilibrium models to investigate the economy-wide implications of oil prices changes on countries in Southern Africa, empirical literature on ex-post analysis of their impact on the economic growth of SADC member states and the region is scarce. Nkomo (2006) considered the impact of higher oil prices on 11 Southern African countries by assessing their oil vulnerability decomposed into three components: oil import dependence, the share of oil in the energy mix of individual countries, and energy intensity. The study postulated that oil price shocks would have a negative impact on the import bill of countries due to the
inability to shift production to less oil-intensive alternatives in the light of higher oil prices. Matekenya (2013) used a cointegration approach to estimate the impact of oil price volatility on economic growth in South Africa. Using a vector error correction model (VECM), the study found a positive relationship exists between oil price volatility and economic growth, but with a negative relationship in the short run.

While numerous econometric studies on the relationship between global oil prices and economic growth exist, most of them have focused on developed countries, and some on other parts of the African continent. There is currently limited understanding of the impact of oil prices on the economic growth of countries in the SADC. The present study contributes to existing knowledge by filling this gap.

2.2 Empirical studies on the determinants of bilateral trade flows

As the aim of this paper is to investigate whether the countries that are vulnerable to global oil price changes could substitute the oil with biofuels and natural gas from the region, the following literature review focuses on studies that have investigated the determinants of bilateral trade between countries.

Tinbergen (1963) pioneered the use of gravity models to conduct ex-post analysis to explain the flow of trade between two countries. The specification of this model was that bilateral trade flows were a function of the two countries’ GDPs and the distance between their economic centres. Although the model proved to be useful and predicted trade well, its foundations were in physics—that is, Newton’s gravitation theory. Studies such as those of Linnemann (1966), Bergstrand (1985), and Anderson and Van Wincoop (2003) contributed to the establishment of theoretical microeconomics for the gravity model. While Linnemann viewed the gravity model as a reduced form of a partial equilibrium model of export supply and import demand, Bergstrand postulated that it was rather a subsystem of a general equilibrium model composed of nationally differentiated products. Anderson and Wincoop contributed to the further development of the microeconomic foundation by formulating a specification that accounted for endogeneity of trade costs as well as institutional barriers. Emphasis was placed on the inclusion of multilateral resistance, which refers to the barriers that countries involved in bilateral trade face with all their other trading partners, as an important factor influencing trade flows in gravity models.

Numerous empirical studies have applied the gravity model in order to assess the effectiveness of regional trade agreements (RTAs) in increasing intraregional trade. Some of these studies have proceeded to explore the implications of RTAs on trade creation and diversion. Most of the earlier empirical studies used ordinary least squares (OLS) models to estimate gravity models (Chauvin and Gaulier 2002; Kang and Fratianni 2006; Roberts 2004; Sarker and Jayasinghe 2007). Other studies have used fixed effects and random models (Egger 2002; Grant and Lambert 2008). According to Baier and Bergstrand (2009), fixed effects models account for multilateral resistance. Various other models, such as the Heckman model, pseudo-Poisson maximum likelihood (PPML), and the Tobit model have also been used to estimate gravity models (Rojid 2006; Santos Silva and Tenreyro 2010; Seid 2013).

In investigating the prospects of increasing trade within the SADC, Chauvin and Gaulier (2002) estimated a gravity model. Their aim was to understand whether establishing a free trade area (FTA), expected to be launched by 2012, would increase intra-SADC trade. Their sample was comprised 30 exporting and 50 importing countries. This sample was made up of emerging countries, some of them African and industrialized countries. Factors influencing trade in their model included GDP, population, distance and common border in their model, and remoteness. A dummy variable for the presence of a preferential trade agreement (PTA) between trade partners
was also included. The gravity model was estimated using weighted OLS and the results indicated that the potential for expanding intra-SADC trade was limited, although there was the possibility of some trade creation.

Herman et al. (2011) used an augmented gravity model to explore whether establishing a common-currency union of countries in Southern Africa was feasible. Variables accounted for in their model included public debt, deficit, and expenditure, as well as inflation and foreign reserves. Existing trade blocs to which these countries belonged were also included. Results from their fixed effects gravity model showed that these trading blocs, namely the East African Community and Southern African Customs Union, led to increased trade between countries that belonged to them. They also found that convergence of fiscal and monetary variables within the SADC did not influence trade, and thus adoption of a common currency would not stimulate trade.

Seid (2013) used a PPML model to investigate the determinants of intraregional trade. This model was applied in part to deal with the problem of zero trade between countries. Their gravity model considered the influence of economic communities such as the Common Market for Eastern and Southern Africa (COMESA), the Economic Community of West African States (ECOWAS), the Intergovernmental Authority on Development, and the SADC in encouraging bilateral trade. Results indicated that only the SADC and ECOWAS stimulated trade among their member countries. Other variables included in most traditional gravity models—such as GDP, population, distance, and order—were also found to be important in influencing trade. Fadeyi et al. (2014) also used a PPML specification of gravity model to investigate the effect the SADC FTA had on agricultural trade. According to their results, the FTA had a trade-creating effect, with increased trade in beef and maize within the SADC region.

Using a Tobit gravity model, Rojid (2006) investigated whether COMESA liberalized or created more trade internally. The sample was made up of 147 exporting countries, including those from outside COMESA, in a time frame from 1980 to 2001. Their study also sought to estimate the trade potential of COMESA. Their results showed that COMESA encouraged trade creation within the bloc. The potential for trade was, however, found to be limited, except in Angola and Uganda.

Some studies have focused on bilateral trade between a particular country and its trading partners. Simwaka (2006) used a fixed effects model to investigate the determinants of trade between Malawi and its partners. Results showed that the GDP of the importing country and being members of the same regional integration agreement had a positive effect on trade, while distance and exchange rate volatility had an adverse effect. Eita (2008) used a fixed effects gravity model to analyse the determinants of Namibia’s exports. Exports were found to have been positively influenced by increases in Namibia’s GDP and that of its trading partners, as well as the presence of a common border. On the other hand, the results indicated that distance and the trading partners’ GDP per capita would affect exports negatively. Darku (2009) applied a gravity model with specific country dummy variables to assess the factors that influenced bilateral trade between Tanzania and its trading partners. One of the main findings of the study was that there was trade creation through the exchange of goods and services between Tanzania and the European Union (EU) and East African Community. The results also showed that Tanzania’s non-traditional trading partners, such as Japan and India, were more open to exports and this would present an opportunity for Tanzania to grow its export market. Using a fixed effects gravity model to analyse the trade effects of EU–South Africa and SADC PTAs, Jordaan and Kanda (2011) found that the EU–South Africa PTA increased trade while the SADC PTA seemed to reduce it. The researchers, however, indicated that the SADC PTA was not fully operational in the time period covered by the study, so these results need to be taken with caution.
3 Methodology

A two-step approach was used to investigate whether SADC countries whose economies were vulnerable to changes in global crude oil price could substitute their imported oil with alternatives such as biofuels and natural gas from within the region.

The first step was to estimate the impact of global oil prices on economic growth of countries within the SADC region. As indicated in the literature review, some studies have used a panel ARDL model to estimate the effect of oil price increases on economic growth (Canta 2014; Simohammed et al. 2015). In this study, a pooled mean group (PMG) estimator, which uses the maximum likelihood method to estimate parameters of a dynamic panel ARDL model, was used (Pesaran et al. 1999). This model was chosen primarily because country-specific results could be obtained from it, but another advantage is that both stationary and non-stationary data can be used to estimate the model, if the data are not integrated of order 2. However, a drawback of the model is that it assumes that in the long run the effect of global oil prices will be the same across all countries. In this study, the focus is more on the country-specific results provided by the short-run estimation of the model.

Once the countries that were impacted adversely by oil price changes had been identified, the next step would be to estimate separate gravity models for Zambia and South Africa, capturing their bilateral trade with the countries identified in the first step. These gravity models would provide insight into the trade between these countries and the potential for future trade. Due to limited availability of data, this study did not estimate a gravity model for Mozambique. In this study the PPML was chosen to estimate the traditional gravity model, similarly to Seid (2013). The advantage of using a PPML over the other methods mentioned in the literature review is that it deals with the problem of heteroscedasticity in trade data. It also deals with cases of zero trade between countries in the data. The PPML model is therefore able to produce unbiased and consistent estimates despite these two problems. However, a disadvantage of the model is that if the data were censored significantly, then that would result in limited dependent variable bias (Gómez-Herrera 2013). The data used in this analysis were not censored significantly, so this bias was not a concern.

The models used in this two-step approach, as well as the data used, are described in more detail in the following subsections.

3.1 Econometric models

Oil prices economic growth model

A PMG estimator was used to analyse the impact of oil prices on economic growth. A PMG estimator is appropriate for analysing non-stationary dynamic heterogeneous panels. It constrains long-run coefficients of the estimated model by making them equal or homogeneous but allows the short-run coefficients and error variances to vary across groups in the panel (Pesaran et al. 1999). Since the purpose of this first step of the approach adopted in this study is to identify which countries in the SADC are impacted negatively by global oil developments, the ability of these models to provide country-specific estimates makes them ideal. Also, as the country-specific short-run coefficients are all from the same PMG estimator, it makes it easier to compare impacts compared to estimating separate models for each country. As mentioned earlier, PMG estimators determine parameters of a dynamic panel ARDL model using the maximum likelihood method (Pesaran et al. 1999). According to Blackburne and Frank (2007: 198) a dynamic panel ARDL is specified as follows:
\[ y_{it} = \sum_{j=1}^{\rho} \lambda_{ij} y_{i,t-j} + \sum_{j=0}^{\rho} \delta_{ij} X_{i,t-j} + \mu_i + \delta_{it} \]  

(1)

where the number of groups \( i = 1, 2, \ldots N \); number of periods \( t = 1, 2, \ldots T \); \( X_{it} \) is a \( k \times 1 \) vector of explanatory variables; \( \delta_{ij} \) are the \( k \times 1 \) coefficient vectors; \( \lambda_{ij} \) are the scalars; and \( \mu_i \) is the group-specific effect.

The ARDL model in Equation (1) can be specified as an error correction equation as follows:

\[ \Delta y_{it} = \varnothing_i \left( y_{i,t-1} - \theta_i X_{it} \right) + \sum_{j=1}^{p-1} \lambda_{ij} \Delta y_{i,t-j} + \sum_{j=0}^{p-1} \delta_{ij} \Delta X_{i,t-j} + \mu_i + \delta_{it} \]  

(2)

where \( \varnothing_i \) is the error correction coefficient. It will be between 0 and –1 if there is cointegration, and it should be statistically significant.

This study estimated an ARDL (1,0) model based on Equation (2), with additional variables included in the short-run specification of the model. The dependent variable in the model is real GDP and the explanatory variables are global oil price, inflation, and investment.

However, before applying the PMG estimator, Im, Pesaran, and Shin (IPS) unit root tests were carried out to ascertain the univariate characteristics of the data and ensure that none of the variables were integrated of order 2.

Following this, tests for cointegration were done using the Pedroni (1995) test. The results of the test are provided in Table 2 in Section 4. A precondition for the application of the panel ARDL model is that the variables should be co-integrated. The Pedroni test allows specific parameters to vary across individual units in the sample, thereby accounting for heterogeneity. The null hypothesis of the Pedroni test is that there is no cointegration. The test provides seven statistics which are then used to determine whether there is cointegration or not. The PMG estimator was estimated after confirming that there was indeed cointegration—that is, a long-run relation exists between the global oil price variable and that of real GDP.

Gravity model of bilateral trade flows

Having identified the countries whose economies are relatively more vulnerable to oil price changes, two gravity models of bilateral trade were estimated to develop a better understanding of the enablers and barriers of trade between the countries that could potentially substitute oil with gas or biofuels (identified from the PMG estimator), and those countries in the SADC with the potential to supplying these alternatives.

The traditional gravity model specification explained bilateral trade, defined as the sum of exports and imports or just exports, as a function of GDP and the geographical distance between capital or economic centres in the trading partners.

In this study, the PPML was used to estimate the traditional gravity models. The log-linearized specification of the model is as follows:

\[ X_{it} = \alpha + \beta_1 \ln GDP_i + \beta_2 \ln GDP_j + \beta_3 \ln Pop_i + \beta_4 \ln Pop_j + \beta_5 \ln Dist_{ij} + \]  

\[ \beta_6 \text{lang}_{ij} + \beta_7 \text{border}_{ij} + \beta_8 \text{colony}_{ij} + \delta_{ij} \]  

(3)
where:

- $X_{ijt}$ are exports from country $i$ to country $j$;
- $\ln GDP_i$ is the exporter's real GDP;
- $\ln GDP_j$ is the importer's GDP;
- $\ln Pop_i$ is the exporter's population size;
- $\ln Pop_j$ is the importer's population size;
- $\ln Dist_{ij}$ is the distance between country $i$ and country $j$;
- $\text{lang}_{ij}$ is a dummy variable for a common language between countries $i$ and $j$;
- $\text{border}_{ij}$ is a dummy variable for a common border between countries $i$ and $j$; and
- $\text{colony}_{ij}$ is a dummy variable for a common colonial history between the countries $i$ and $j$.

The coefficients of the continuous explanatory variables are interpreted as elasticities.

While the traditional gravity model would only have GDP and distance as explanatory variables, to capture the effect of the size of the economy and transport or logistic cost respectively, the model used in this study also included population size, common languages, border, and colonial history between countries. The choice of these variables was based on literature reviewed in Section 2.2, but was limited by the availability of data.

### 3.2 Data

The dataset used to estimate the models was made up of information obtained on 15 SADC member states, namely Angola, Botswana, Democratic Republic of the Congo (DRC), Lesotho, Madagascar, Mozambique, Mauritius, Malawi, Namibia, Republic of South Africa, Swaziland, Seychelles, Tanzania, Zambia, and Zimbabwe. Comoros was excluded from the dataset as it only joined the SADC recently and could therefore distort the results of this study. For the PMG estimator, data on GDP, inflation, and investment measured by gross fixed capital formation as a share of GDP was obtained from the World Development Indicators database of the World Bank. Global oil prices were sourced from the Short-Term Energy Outlook database of the United States Energy Information Administration (EIA 2018). For the PPML gravity models, data on exports from South Africa as well as Zambia to their trading partners was sourced from the International Monetary Fund’s Direction of Trade Statistics database. Population sizes were obtained from the World Development Indicators. Data on common language, common border, and colonial history were obtained from the SADC website. Distances between economic centres in these countries was taken from Google Maps by considering the distance if travelling by major roads. For Mauritius the distance by air was used. However, although it was indicated earlier in this paper that Mozambique had the potential to produce large amounts of both biofuels and natural gas, we did not estimate a gravity model for Mozambique due to limited data availability.


### 4 Empirical results and discussion

This section begins by presenting results from the modelling of the effect of oil prices on real GDP. Tests were done to establish the univariate properties of the variables, to ensure that none
of them were integrated of order 2, that is, I(2). The presence of variables that were I(2) would invalidate the model. The results from the IPS panel unit root tests are presented in Table 1.

Table 1: Panel unit root test results

<table>
<thead>
<tr>
<th>IPS test</th>
<th>Order of integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levels</td>
<td>First difference</td>
</tr>
<tr>
<td>Real GDP</td>
<td>3.1042</td>
</tr>
<tr>
<td>Global oil prices</td>
<td>0.4358</td>
</tr>
<tr>
<td>Inflation</td>
<td>–4.9742***</td>
</tr>
<tr>
<td>Investment</td>
<td>–1.2870</td>
</tr>
</tbody>
</table>

Notes: null hypothesis: The series has a unit root—that is, it is non-stationary.
* significant at 10 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level.

Source: author’s computation based on World Bank and EIA data.

As shown in Table 1, all the variables that were tested were either integrated of order 0 or 1. None of them were I(2). Having established the univariate properties of the variable, tests for a cointegration were conducted. The Pedroni panel cointegration test results are presented in Table 2.

Table 2: Pedroni panel cointegration test

<table>
<thead>
<tr>
<th>Test statistics</th>
<th>Within-dimension/panel</th>
<th>Between-dimension/group</th>
</tr>
</thead>
<tbody>
<tr>
<td>v-statistics</td>
<td>3.986***</td>
<td></td>
</tr>
<tr>
<td>rho-statistics</td>
<td>–15.09***</td>
<td>–12.26***</td>
</tr>
<tr>
<td>PP- statistics</td>
<td>–15.37***</td>
<td>–16.48***</td>
</tr>
<tr>
<td>ADF- statistics</td>
<td>–14.73***</td>
<td>–14.77***</td>
</tr>
</tbody>
</table>

Notes: null hypotheses: no cointegration. All test statistics are distributed N(0,1). The test statistics are one-sided tests with a critical value of –1.64, except the v-statistic that has a critical value of 1.64. * significant at 10 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level.

Source: author’s computation based on World Bank and EIA data.

Based on all seven statistics provided by the Pedroni test, the null hypothesis of no cointegration is rejected. It was therefore concluded that there is a long-run relationship between global oil prices and real GDP. Following this confirmation, the PMG estimator was applied. The results from the model are presented in Table 3.

The negative and statistically significant error correction term and the statistically significant coefficient of the long-run model confirm its validity. This means that if there is any deviation from long-run equilibrium, the error term will adjust the model so that it returns to equilibrium. The PMG estimator results in Table 3 indicate that in the long run a 1 per cent increase in the global oil price will lead to a 2.9 per cent decrease in the real GDP of SADC member states. This is in line with expected results, as most of the countries in the region are net oil importers and would therefore have to pay more for oil, hence the negative impact on economic growth. These results show that economies in the SADC countries are vulnerable to oil price changes. The results in Table 3 are, however, for the pooled data. PMG estimators allow for heterogeneity in short-run coefficients. The country-specific effects of oil prices on real GDP are presented in Table 4. The results on the other control variables included in the model are not from the table.
Table 3: PMG estimator results: dependent variable is log real GDP

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Long run</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log oil price</td>
<td>$-2.8953^{***}$</td>
<td>$1.0397$</td>
</tr>
<tr>
<td><strong>Short run</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error correction</td>
<td>$-0.0262^{*}$</td>
<td>$0.0149$</td>
</tr>
<tr>
<td>d.log oil price</td>
<td>$-0.1877^{***}$</td>
<td>$0.0457$</td>
</tr>
<tr>
<td>d.log inflation</td>
<td>$0.0656^{*}$</td>
<td>$0.0382$</td>
</tr>
<tr>
<td>d.log investment</td>
<td>$0.0814$</td>
<td>$0.0497$</td>
</tr>
<tr>
<td>Constant</td>
<td>$1.2154^{**}$</td>
<td>$0.6067$</td>
</tr>
<tr>
<td>No. observations</td>
<td>$280$</td>
<td></td>
</tr>
</tbody>
</table>

Notes: * significant at 10 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level.

Source: author’s computation based on World Bank and EIA data.

According to the short-run results from the model, global oil prices have a negative and significant effect on the economies of four of the 15 SADC countries, namely Mauritius, Mozambique,
Tanzania, and Zambia. Zambia is the most adversely affected, with a 1 per cent increase in oil prices leading to a 0.3 per cent decrease in the country’s economic output. Tanzania is the least affected, with a 1 per cent increase in oil prices associated with a 0.1 per cent decrease in real GDP.

Most of the other short-run oil price coefficients in Table 4 are negative but insignificant. Expectations were that Angola and the DRC would have positive coefficients as they are net oil exporters. The results, however, show that they would also be affected negatively, although the coefficients are statistically insignificant.

Through the estimation of the PMG estimator, the first objective of the study was achieved. The group of SADC countries that are vulnerable to oil price changes was identified. This group of countries was then generally used as the set of importing countries in the bilateral gravity models of South Africa and Zambia. The results of the gravity models are presented in Table 5.

<table>
<thead>
<tr>
<th>Table 5: Bilateral trade flow gravity model: dependent variable is exports</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent variable</strong></td>
</tr>
<tr>
<td>South Africa</td>
</tr>
<tr>
<td>Zambia</td>
</tr>
<tr>
<td>Log GDP exporter</td>
</tr>
<tr>
<td>(0.8458)</td>
</tr>
<tr>
<td>Log GDP importer</td>
</tr>
<tr>
<td>(0.7865)</td>
</tr>
<tr>
<td>Log distance</td>
</tr>
<tr>
<td>(0.2153)</td>
</tr>
<tr>
<td>Log pop exporter</td>
</tr>
<tr>
<td>(2.7480)</td>
</tr>
<tr>
<td>Log pop importer</td>
</tr>
<tr>
<td>(0.2507)</td>
</tr>
<tr>
<td><strong>Dummy variables</strong></td>
</tr>
<tr>
<td>Common language</td>
</tr>
<tr>
<td>(0.5006)</td>
</tr>
<tr>
<td>Common border</td>
</tr>
<tr>
<td>Common colonial history</td>
</tr>
<tr>
<td>No. observations</td>
</tr>
<tr>
<td>R-squared</td>
</tr>
</tbody>
</table>

Notes: * significant at 10 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level. Numbers in parentheses are standard errors.

Source: author’s computation based on IMF and EIA data.

Table 5 gives the results of the two estimated gravity models. The gravity model explaining bilateral trade between South Africa and those countries that are vulnerable to oil price changes performs much better than the Zambia model, as shown by the higher R-squared value of 0.84 for the former, compared to 0.53 for the latter. In the South African model, the size of the economy or GDP of the exporting country has a larger effect on trade than the size of the economy of the importing countries. This seems to imply that exports from South Africa to these countries could be driven more by an increase in South Africa’s national output. This could be due to the influence of South Africa as the biggest economy in the region. The implications of this could be that if South Africa exploited its natural and or shale gas resources, it would be able to export these to some countries within the SADC and these countries could in turn substitute their oil imports with these alternatives. There would be trade creation provided that the costs of switching to these alternatives are lower than the costs of importing oil, even from within the region.
Results from the gravity model of Zambia indicate that if the economies of the countries importing from Zambia grow, this would lead to reduced trade between them and Zambia. At the same time, the gravity model of South Africa suggests a positive relationship between the economic growth of those countries and South Africa. This seems to imply that there is more potential for trade between these countries and South Africa, than with Zambia.

As expected, distance, which is a proxy for transportation/logistic and information costs, has a negative effect on bilateral trade in both models. The effect is much larger for Zambia than for South Africa. Given that Zambia has the potential to be a large producer of biofuels in the region, high transportation or logistic costs could hinder these countries from importing them. This could also limit bilateral trade and regional integration.

In the South African gravity model, population growth in the exporting country (South Africa) would have a negative effect on exports. This could be due to increased demand for goods and services within the country. On the other hand, the Zambian gravity model indicates that growth in the population of the importing countries would have a negative effect on trade. This could mean that as these importing countries’ populations expand, they become more self-sufficient.

The results also indicate that a common language seems to benefit trade with Zambia. With South Africa the effect of language is also positive, but statistically insignificant.

5 Conclusion and policy implications

This study investigated the impact of global oil price changes on the economic growth of 15 countries within the SADC region and then proceeded to assess whether countries that were vulnerable to oil prices changes could substitute imported oil and petroleum products with biofuels and gas from within the region. A PMG estimator was used to model the oil price–economic growth relationship in the 15 SADC countries. The main finding from the model was that the economies of four of these countries—Mauritius, Mozambique, Tanzania, and Zambia—would be adversely affected by oil price increases. After identifying the countries that were vulnerable to oil price changes, the potential of those countries to substitute their oil imports with alternatives such as biofuels and gas from within the SADC region was assessed. Two gravity models of bilateral trade were estimated, one for South Africa and another for Zambia. The main finding from these models was that the potential for bilateral trade was higher with South Africa than Zambia. As South Africa has the largest economy in the region, increases in its GDP had more impact on trade. If South Africa increased its production of natural gas, the other countries would import these. The main impediment to trade between the countries that are vulnerable to oil price changes and Zambia, a potential larger producer of biofuels, are the transportation/logistic and information costs.

Following these findings, it is recommended that biofuels and natural gas for transport should be included in the region’s policies and strategies. The SADC’s Regional Indicative Strategic Development Plan has some broad energy objectives, but its focus is mostly on electricity generation (Fundira and Henley 2017). SADC countries should recognize their vulnerability to global oil price increases and consider alternatives to petroleum products from imported crude oil. This could involve formulating policies and strategies at the regional level with the aim of promoting the production of biofuels and natural gas within the region and stimulating a market for these within the region.
Additionally, the Zambian government could support the development of its biofuels industry in several ways. They could subsidize the production of biofuels to make them more price-competitive. Tax breaks or exemptions could also be used to incentivize the production of biofuels (Fundira and Henley 2017). The market for biofuels is expected to be mostly from other countries within the SADC region, particularly South Africa. This market can be stimulated by enforcement of existing blending mandates in South Africa and Mozambique, and the adoption of these mandates by those countries that do not currently have them in place. The enforcement of these blending mandates would in part take place once supply is guaranteed. The most cost-effective mode of transport for ethanol, which is used to produce biofuels, is rail. Development of a reliable rail network between Zambia and its market could strengthen trade within the region.

Despite interest in biofuels in the early 2000s, the industry has not taken off for various reasons, including the lack of a guaranteed market, financing, food security, and access to land rights by investors (Fundira and Henley 2017). As mentioned earlier, in its Strategic Plan 2015–2020, South Africa’s Department of Energy indicated that it is prepared to import biofuels from the SADC region to meet demands (Department of Energy 2015). Zambia can be a major producer of biofuels. A stakeholder process to match demand for biofuels from South Africa and supply from Zambia is recommended. Stakeholders from the two countries should engage and come up with a joint plan or strategy on how to overcome constraints that are limiting the expansion of biofuels production in Zambia.

Members of the SADC have identified weak infrastructure as being a key challenge constraining the exploitation of these natural gas resources in the region. The lack of infrastructure such as pipelines and storage facilities hinders the distribution of natural gas across countries in the SADC. A regional pipeline network that could be used to transport natural gas should therefore be developed, and would be crucial to enhancing regional trade in gas. While the use of CNG as an alternative to petroleum would not require the construction of gas-to-liquid production facilities, it would still require the retrofitting of the existing vehicle fleet. Facilities for retrofitting and refuelling vehicles with CNG will have to be constructed or installed in countries that do not have them.

In 2017, the SADC established an interstate natural gas committee to promote the use of natural gas within the region. This committee is tasked with overseeing the development of a Regional Gas Master Plan. Full participation by SADC member states will be essential in ensuring that a comprehensive plan is developed and that it has buy-in from all the key stakeholders in the region. This could make the plan more acceptable to countries in the region and improve the likelihood of its implementation.


